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En esta sexta entrega de la Guia Practica de la Inteligencia Artificial, que Aranzadi LA LEY te facilita

de forma gratuita, Moisés Barrio Andrés, letrado del Consejo de Estado, profesor de Derecho digital y
experto internacional en regulacion digital, analiza la interaccion entre el nuevo Reglamento Europeo de
Inteligencia Artificial y el Reglamento General de Proteccion de Datos, explicando como ambos marcos
deben aplicarse conjuntamente, qué obligaciones imponen en el tratamiento de datos personales y qué
retos plantea el uso de la |A en términos de bases juridicas, derechos de los interesados, gobernanza de

datos y gestion de riesgos.

Moisés Barrio Andrés

Letrado del Consejo de Estado, profesor de
Derecho digital y experto internacional en
regulacién digital

Introduccion

Ambito de aplicacion

Modalidades de uso de los datos

Responsabilidades en virtud de la legislacion
sobre proteccion de datos

Bases juridicas para el tratamiento de datos
personales ordinarios

Bases legales para la reutilizacion de datos
personales

Tratamiento de categorias especiales de
datos personales

Prohibicion de la toma de decisiones
individuales automatizadas con arreglo al
articulo 22 del RGPD

Obligaciones adicionales para los sistemas de
IA de alto riesgo

Derechos de los interesados

Gestion de los riesgos relacionados con la
proteccion de datos



2 (0) .Y
FUTURO

[IA] con conocimiento

El asistente legal basado en
Inteligencia Artificial mas seguro,
preciso y fiable ya esta aqui.

© > L

Obtén respuestas fiables Obtén una vision completa de
basadas en la normativa la evolucién interpretativa
siempre vigente, en la y tendencias en materia
jurisprudencia, doctrina administrativa basada enmas  tendencias del sector legal.

administrativa y articulos de 330.000 documentos
doctrinales. y 150 érganos resolutorios.

O AB X

Resume documentacion Traduce documentos, resimenes  Analiza automaticamente
oficial, asf como contenido y las respuestas del asistente tus documentos
practico y de autor. legal a 9 idiomas. y escritos.

T

Orienta tu caso utilizando argumentos y contrargumentos, localiza y consulta
fundamentaciones juridicas, interpreta preceptos legales y analiza tendencias
jurisprudenciales con informes estructurados.

3

Conversa con los documentos de la base de datos y también con los tuyos
y extrae la informacién mas relevante en segundos.

Evolucion continua
K+ mejora constantemente

www.aranzadilaley.es/inteligencia-artificial

para adaptarse a las nuevas

Descubre las soluciones en

las que hemos incorporado

las capacidades de Inteligencia
Artificial generativa gracias a K+.

ARANZADI Ley
ARANZADI Supra

IARANZADI Infinita

llLegalteca

MARANZADI Fusiéon —
MARANZADI One —
ICISS NCISS

Fiscal — Laboral —

NICISS

Contable Mercantil —

IIARANZADI
LA LEY [80"


https://www.aranzadilaley.es/inteligencia-artificial/?utm_source=Publicidad-Dosieres&utm_medium=referral&utm_campaign=110001884-05316




|A'y proteccion de datos

El Reglamento europeo de inteligencia artificial (RIA), se promulgd en respuesta

a diversas preocupaciones y riesgos singulares que plantean las tecnologias de
inteligencia artificial (IA). En el ambito especifico de la proteccion de datos, cabe citar el
caso SyRl en los Paises Bajos, donde los tribunales sentenciaron que un algoritmo de
puntuacion de riesgos introducido por el Gobierno holandés no respetaba el derecho a la
vida privada.

Ahora bien, el RIA es una normativa muy diferente del Reglamento General de Proteccion
de datos (RGPD), ya que se basa en las normas que regulan la seguridad de los
productos y no en la legislacion sobre proteccion de datos?.

Una diferencia significativa entre el RGPD y el RIA proviene de su objeto, es decir, de
lo que regulan esas normas juridicas. El RGPD se centra en el tratamiento de datos
personales; dicho de otro modo, en lo que se hace con los datos. El RIA se centra, en
cambio, en las tecnologias utilizadas para llevar a cabo ese tratamiento. Regula los
sistemas de IA, que define como un tipo de sistema informatico capaz de realizar
tareas tales como generar contenidos, recomendaciones o incluso tomar decisiones
(articulo 3.1 RIA). EI Reglamento de inteligencia artificial también incluye algunas reglas
dirigidas a los modelos de IA, que son los componentes que permiten a los sistemas de
|A ejecutar esas tareas. Dado que regulan vertientes diferentes, estas normas juridicas
siguen enfoques distintos.

Sin embargo, no se deben sobreestimar las diferencias entre el RGPD y el RIA. Ambos
instrumentos crean obligaciones para minimizar los riesgos generados por los objetos
que regulan:

— Elarticulo 25 del RGPD obliga a los responsables del tratamiento de datos
a adoptar medidas y salvaguardias para hacer frente a los riesgos para los
principios de proteccion de datos, mientras que el articulo 32 del RGPD
establece la obligacion de abordar los riesgos para la ciberseguridad.

— EnelRIA los proveedores de sistemas de IA de alto riesgo estan obligados
a adoptar medidas de gestion de riesgos (articulo 9 RIA), mientras que los
responsables del despliegue de esos sistemas deben adoptar sus propios
enfoques para hacer frente a los riesgos que aparecen en una herramienta
especifica (art. 26 RIA), como las evaluaciones de impacto que se requieren en
algunos casos.

1 Reglamento (UE) 2024/1689 del Parlamento Europeo y del Consejo, de 13 de junio de 2024, por
el que se establecen normas armonizadas en materia de inteligencia artificial y por el que se
modifican los Reglamentos (CE) n°® 300/2008, (UE) n° 167/2013, (UE) n® 168/2013, (UE) 2018/858,
(UE) 2018/1139 y (UE) 2019/2144 y las Directivas 2014/90/UE, (UE) 2016/797 y (UE) 2020/1828
(Reglamento de Inteligencia Artificial).

2 Barrio Andrés, Moisés: “Prologo’, en Barrio Andrés, Moisés (dir): Comentarios al Reglamento Europeo de
Inteligencia Artificial. Editorial La Ley, Madrid, 2024.
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Sin embargo, el RIA no aplica un conjunto uniforme de normas a todos los sistemas

y modelos de IA. En su lugar, separa ex lege esos sistemas y modelos en diferentes
clases, cada una de las cuales esta sujeta a su propio marco juridico. Si bien los
proveedores y los responsables del despliegue de sistemas de IA siguen estando
obligados a identificar y abordar los riesgos que esos sistemas crean en la practica,
dicha evaluacion se lleva a cabo dentro de las categorias definidas por el RIA: sistemas
prohibidos (articulo 5 RIA) y sistemas de alto riesgo (articulo 6 RIA), y en menor medida
sistemas de riesgo limitado (articulo 50 RIA).

Por ultimo, el RIA no establece un marco general para los sistemas de IA que no sean
de alto riesgo. Por eso, en su mayor parte, considera que los riesgos de los sistemas
que no entran en las dos primeras categorias mencionadas anteriormente estan
adecuadamente cubiertos por las normas en vigor, como el RGPD y la normativa
especifica del sector a nivel de la UE y nacional.
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|A'y proteccion de datos

El entrenamiento, el despliegue y el uso de los sistemas de IA no seria posible sin un
tratamiento de datos, y singularmente con datos «personales». Asi, los puntos de contacto
con el RGPD son evidentes. La relacion concurrente entre el RIA'y el RGPD se regula en el
articulo 2.7 del RIA. Segun el mismo, el RGPD y el RIA deben aplicarse en paralelo. En efecto,
el cumplimiento del RIA no exime de cumplir los preceptos que correspondan respecto a la
normativa vigente en materia de proteccion de datos de caracter personal.

De este modo, el RIA no constituye una lex specialis del RGPD. Por lo tanto, los proveedores
y los responsables del despliegue de sistemas de IA deben también abordar la cuestion de
como pueden garantizar el uso de los sistemas de IA en sus entidades de conformidad con
la regulacion vigente de proteccion de datos.

Los datos personales pueden desempenar tres funciones en lo que respecta a los sistemas
de lA:

A) Los datos personales pueden ser una entrada para el funcionamiento de
un sistema de IA. Por ejemplo, un sistema de recomendacion puede tomar
informacion sobre los intereses personales de un usuario en una plataforma de
redes sociales para averiguar qué contenido le gustaria ver a ese usuario.

B) Los datos personales también pueden ser el resultado del funcionamiento de un
sistema de IA. Por ejemplo, un sistema de IA creado para generar puntuaciones
de riesgo de comisién de un delito (como el fraude financiero) recibe informacion
sobre una persona y luego le asigna una puntuacion de riesgo que representa la
probabilidad de que cometa ese delito.

C) Los datos personales pueden ser un elemento constitutivo de un sistema o
modelo de IA. Por ejemplo, un modelo de aprendizaje automatico destinado a
los tipos de tareas mencionados anteriormente con seguridad se entrenara con
datos personales sobre personas que sean relevantes para el problema, como
los usuarios de la plataforma y las investigaciones previas de fraude financiero,
respectivamente.

Como sugieren los ejemplos, estas funciones suelen estar interconectadas. Es probable
gue un sistema de |A destinado a procesar datos personales genere resultados que puedan
asociarse a personas, y que los datos personales se utilicen en su proceso de construccion
para garantizar la calidad de sus resultados.

El RIA, siguiendo las practicas técnicas del sector, distingue entre tres tipos de conjuntos de
datos que son relevantes en la construccion de un sistema de IA:

— Datos de entrenamiento: segun el articulo 3.29) del RIA, son aquellos que se
utilizan para entrenar el sistema de |A ajustando los parametros de entrenamiento
del sistema de IA sobre la base de estos datos. En el caso de un sistema de
aprendizaje supervisado, se tratara normalmente de un conjunto de ejemplos que
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emparejan algunos datos de entrada con el resultado esperado (por ejemplo, fotos
de gatos con la etiqueta «gato»). En los sistemas de aprendizaje no supervisado,
no se proporcionan resultados esperados, sino unicamente los datos de entrada.
Y en los sistemas de aprendizaje reforzado, no se facilitan respuestas esperadas,
pero se debe suministrar al sistema informacion sobre la rentabilidad de las
diferentes opciones.

— Datos de validacion: de conformidad con el articulo 3.30) del RIA, son aquellos
usados para proporcionar una evaluacion del sistema de IA entrenado y adaptar
sus parametros no entrenables y su proceso de aprendizaje para, entre otras
cosas, evitar el subajuste o el sobreajuste. Los datos de validacion se utilizan para
ajustar el modelo entrenado, lo que permite a los creadores del modelo elegir
entre diferentes procesos y estrategias de aprendizaje. Por ejemplo, propicia a los
creadores evitar el fendmeno de sobreajuste, en el que un modelo aprende reglas
gue describen bien el conjunto de entrenamiento, pero que no se generalizan
correctamente.

— Datos de prueba: segun el articulo 3.32) del RIA, se utilizan para proporcionar
una evaluacion independiente del sistema de IA, “con el fin de confirmar el
funcionamiento previsto de dicho sistema antes de su introduccion en el mercado
0 Su puesta en servicio’. Es decir, ofrecen una base para evaluar el sistema
después de cualquier proceso de validacion técnica.

Asimismo, y para el funcionamiento de un sistema de IA, el RIA también introduce la
categoria de datos de entrada: segun el articulo 3.33), se trata de datos que se proporcionan
a un sistema de |IA o que este adquiere directamente y sobre cuya base el sistema produce
una salida. Estos datos pueden estar contenidos en la solicitud del usuario, el prompt, o
proceder de una cuenta de usuario a la que el sistema de |A tiene acceso.

De conformidad con el articulo 2.1 del RGPD, este se aplica al tratamiento de datos
personales, total o parcialmente automatizado, y al tratamiento de datos personales no
automatizado que se almacenen o se tengan la intencion de almacenar en un fichero.

Por lo tanto, en el ambito de sistemas de IA, |a referencia personal de los datos tratados
suele ser decisiva para la aplicabilidad del RGPD. Segun el articulo 4.1 del RGPD, al

que también se refiere el articulo 3.50) del RIA, se entiende por datos personales toda
informacion sobre una persona fisica identificada o identificable. No se aplican normas
especiales a la validacion, las pruebas y los datos de entrada en lo que respecta a la
determinacion de la referencia personal.
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Podemos distinguir cuatro formas o modalidades de uso de los datos personales en un
sistema de IA.

Una entidad puede comenzar a tratar algunos tipos de datos que son relevantes para el
sistema de |IA que desea desarrollar. Esos datos pueden adoptar diversas formas, tales
como:

1. Medicion de las interacciones de los usuarios: por ejemplo, un juguete
inteligente podria recopilar datos sobre la frecuencia con la que los nifios
interactuan con sus juguetes, o sobre sus patrones de habla, para el disefio de
nuevas funcionalidades para sus productos.

2. Analisis de datos internos: por ejemplo, una universidad puede utilizar sus
datos brutos sobre los estudiantes para generar métricas, que posteriormente
podrian introducirse en un sistema de IA.

3. Crear nuevos datos a partir de la combinacion de fuentes existentes: por
ejemplo, un hospital podria integrar los datos de los pacientes de diferentes
areas de sus operaciones para obtener una vision holistica de la salud de los
pacientes.

Al recopilar esos datos, la entidad se convierte en responsable del tratamiento de
los datos para las operaciones relacionadas con la recopilacion de estos datos y su
utilizacion hacia un sistema de IA.

Algunas entidades acumulan datos personales como parte de su funcionamiento.
Por ejemplo, un hospital no puede llevar a cabo sus funciones basicas sin informacion
detallada sobre sus pacientes. Esos datos son un activo crucial para el desarrollo de
tecnologias de IA, pero su uso esta sujeto a restricciones legales que se analizan mas
adelante en esta guia.

Algunos problemas relacionados con la calidad de los datos pueden reducir la utilidad de
los datos disponibles anteriormente:

1. Relevancia: es necesario evaluar si las dimensiones captadas en los datos
existentes son relevantes para el problema que el sistema o0 modelo de |A
pretende resolver. Por ejemplo, una universidad podria utilizar datos sobre los
cursos que sigue cada estudiante para programar la compra de libros para la
biblioteca, pero estos datos no resultarian especialmente utiles para crear un
chatbot.

2. Supuestos implicitos en los datos: a pesar de lo que pueda sugerir el término
«datos brutos», incluso los conjuntos de datos mas completos contienen
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algunas asunciones: por ejemplo, qué datos son lo suficientemente relevantes
como para ser almacenados, como se debe medir esta variable, como tratar
los valores que faltan, etc. Si no se comprueban, esos supuestos pueden crear
problemas. Por ejemplo, si un hospital quiere crear una herramienta para
ayudar en el diagndstico de infartos, esa herramienta debe tener en cuenta las
diferencias en los sintomas entre hombres y mujeres. De lo contrario, podria
centrarse en las métricas que suelen reflejar los sintomas masculinos y no
servir a mas de la mitad de la poblacion.

3. Errores, datos obsoletos y datos incompletos: hay que evaluar la calidad y
pertinencia que presenta el conjunto de datos existente y de como se gestionan.
Por ejemplo, ;como trata un fabricante del 10T la informacion duplicada que recibe
de los sensores? ;Qué mecanismos de correccion de errores adopta en los datos
transmitidos?

En el mercado, existe un tipo de actores, los denominados «intermediarios de datos» (o
data brokers), cuyo modelo de negocio esta basado en la comercializacion de datos
sobre personas fisicas y juridicas. Si una entidad decide adquirir datos de ellos, debe
actuar con cautela. Ademas, las mismas cuestiones de calidad de los datos descritas
anteriormente siguen siendo relevantes en este caso.

Del mismo modo, hay que tener en cuenta si el intermediario ha obtenido legalmente el
control de esos datos y si existen bases legales para la transferencia. De hecho, algunos
modelos de intermediacion ya han sido cuestionados desde el punto de vista juridico, lo
gue ha dado lugar a algunas sanciones y a litigios en curso.

Por lo tanto, una entidad debe actuar con la debida diligencia al adquirir datos de
terceros y considerar cémo se vera afectado su sistema o modelo de IA si se determina
gue ese modelo de adquisicion de los datos no cumple con el RGPD “no cumple con

el RGPD". Y resulta fundamental regular contractualmente el pleno cumplimiento del
RGPD por parte del tercero para tener todas las garantias en el retorno de la inversion del
sistema de |A 'y su aplicacion para el caso de uso.

En ocasiones, una entidad no puede basarse en datos totalmente anonimizados. Si una
aplicacion implica la elaboracion de perfiles de personas fisicas, por ejemplo, no puede
entrenarse ni utilizarse sin algun tipo de referencia a dichas personas. Para ilustrarlo, un
sistema de |A para diagndsticos médicos acabara utilizandose en un paciente de carne
y hueso, generando un dato personal sobre esa persona (su estado de salud). Dado que
el uso de datos personales a gran escala para tales aplicaciones puede ser arriesgado,
algunas voces han propuesto el uso de datos sintéticos como alternativa.
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Dado que los datos sintéticos no se refieren a una persona real (identificada o
identificable), quedarian fuera de la definicién de datos personales del RGPD. Por lo
tanto, en la medida en que los datos sintéticos ofrezcan una reproduccion fiel de la
poblacién a la que se aplica el sistema de IA, permitirian el uso de la IA sin crear riesgos
para la proteccion de datos.

La exencion de aplicacion del RGPD solo se aplica si los datos son realmente sintéticos.
Si es posible encontrar informacion sobre personas fisicas a partir del conjunto de
datos sintéticos, ésta sigue estando cubierta por la normativa de proteccion de datos.
Esto es asi incluso si los valores atribuidos a esa persona no se corresponden con la
realidad. Por ejemplo, consideremos una situacion en la que una base de datos sintética
guarda los nombres reales de las personas para la puntuacion crediticia, pero les asigna
valores aleatorios para cada métrica. Esa base de datos no permitira a un observador
descubrir informacion correcta sobre las personas concretas. Sin embargo, asocia esa
informacion a sus identidades, y la definicion de datos personales del RGPD no incluye
ninguna excepcion para la informacion incorrecta.

Incluso si los datos en si mismos no tienen ninguna asociacion con una persona fisica
identificada o identificable, la normativa de proteccién de datos también podria aplicarse
a su generacion. Este es el caso si los datos sintéticos se generan a partir de un
conjunto de datos que contiene informacion sobre personas fisicas reales.

Aunque la base de datos resultante puede no contener datos personales, su creacion
requiere el tratamiento de datos personales. Por ejemplo, un hospital podria utilizar
algunos de sus registros médicos para crear un conjunto de datos sintéticos. En ese
caso, el hospital sigue estando obligado a cumplir el RGPD al crear el conjunto de datos,
aunqgue el uso de ese conjunto de datos pueda no estar cubierto por él.

Independientemente de su clasificacion juridica, los datos sintéticos siguen estando
sujetos a las cuestiones de calidad de los datos planteadas anteriormente. Este tipo de
datos no es la panacea para la construccion de la IA. No obstante, pueden ser Utiles si se
utilizan con prudencia.
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Segun el articulo 4.7 del RGPD, la persona fisica o juridica, autoridad publica, agencia u
otro organismo que, solo o conjuntamente con otros, determine los fines y medios del
tratamiento de datos personales es responsable en virtud de la legislacion en materia de
proteccion de datos.

No existen requisitos especiales para los datos de validacion y prueba a este respecto. El
tratamiento de los datos de entrenamiento en la fase de desarrollo del sistema de IA puede
asignarse a un responsable del tratamiento utilizando las reglas ordinarias.

Ahora bien, la delimitacién de responsabilidades durante el funcionamiento de un sistema
de IA es mas dificil. Solo en raras ocasiones una entidad tendra la capacidad de desarrollary
desplegar un sistema de |A enteramente por si misma. En la mayoria de los casos, se basara
en sistemas disponibles en el mercado y los integrara en sus procesos internos (por ejemplo,
GPT de OpenAl, Gemini de Google o Llama de Meta). En este escenario, su responsabilidad
en materia de tratamiento de datos sobre los datos de entrenamiento y los datos de entrada
depende fundamentalmente de la forma de implementacion.

La forma mas comun de implementacion en la actualidad es que el sistema se ejecute

a través de los servidores del proveedor (en su nube, «on cloud»). En este entorno, el
proveedor es el Unico que decide los fines y los medios del tratamiento de los datos de
entrenamiento y, por lo tanto, es el responsable. Lo mismo se aplica al tratamiento de los
datos de entrada, a menos que la entidad que lleva a cabo la implementacion especifique

a qué datos de usuario puede acceder el sistemay con qué fines. En particular en lo que
respecta a los datos de entrada, también es concebible la responsabilidad conjunta con esta
forma de implementacion. Segun el articulo 26.1 del RGPD, este es el escenario si dos 0 mas
responsables del tratamiento deciden conjuntamente los fines y los medios del tratamiento.

Muchos de los principales proveedores de servicios en la nube, como Amazon Web Services
(AWS), Microsoft Azure y Google Cloud, tienen su sede fuera de Europa. Esto suscita
inquietudes sobre las transferencias transfronterizas de datos y el cumplimiento del RGPD,
como se observa en las preocupaciones generales sobre las transferencias internacionales
de datos. Las entidades también tendran que hacer frente a otras posibles fuentes de riesgo,
como las vulnerabilidades potenciales de la infraestructura en la nube que podrian ser
explotadas por agentes maliciosos.

Por otro lado, existen las denominadas implementaciones «on-premise», en las que el
sistema se encuentra en los servidores de la entidad correspondiente y las conexiones con
el proveedor estan deshabilitadas. En estos casos, la entidad que realiza la implementacion
decide regularmente sobre los fines y medios del tratamiento y, por lo tanto, es la Unica
responsable en el sentido del RGPD.
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Los datos son esenciales para los sistemas y modelos de IA. Cuando hablamos de modelos
de aprendizaje automético (el machine learning), las reglas que residen en el nicleo de esos
modelos se derivan de los patrones estadisticos presentes en sus datos de entrenamiento,
gue luego se generalizan. Pero incluso los sistemas de IA impulsados por otros tipos de
tecnologias de IA, como los sistemas basados en el conocimiento, seguirdn necesitando
datos de entrada para generar sus resultados, que a menudo equivalen a datos en si
mismos. Por lo tanto, en la medida en que esos tipos de datos se refieran a personas fisicas
identificadas o identificables, un sistema o modelo de IA estara impregnado de datos
personales.

De este modo, si los datos personales se tratan con la ayuda de un sistema de IA, se
requiere una base juridica de tratamiento en virtud de la legislacion en materia de
proteccion de datos, independientemente de los requisitos del RIA, que se aplican ademas
de las disposiciones del RGPD.

En principio, todas las bases juridicas para el tratamiento enumeradas en el articulo 6.1 del
RGPD siguen siendo tedricamente viables para los sistemas y modelos de IA. Sin embargo,
muchas de ellas estipulan que el tratamiento debe ser «<necesario» para el cumplimiento de
alguna tarea. Dada la interpretacion restrictiva de la necesidad que prevalece en la legislacion
sobre proteccién de datos, es poco probable que las letras b) a ) del articulo 6.1 del RGPD
amparen el tratamiento a gran escala para el uso de la IA. En la mayoria de los casos, la
consecuencia es que los responsables del tratamiento de datos tendran que basarse en

el consentimiento del interesado o en la existencia de un interés legitimo que justifique el
tratamiento. Ambas opciones exigen un trabajo considerable por parte de la entidad.

De acuerdo con el articulo 6.1.a) del RGPD, el tratamiento de datos personales es licito

si el interesado ha dado su consentimiento para uno o varios fines especificos (es decir,
claramente definidos). Ademas de una expresién de voluntad voluntaria e inequivoca, un
requisito previo para el consentimiento es que se haya otorgado de manera suficientemente
especifica e informada (articulo 4.11 RGPD).

El entrenamiento de un sistema de |A a gran escala puede requerir datos de miles, o incluso
millones de personas. La entidad tendria que identificarlas y ponerse en contacto con ellas
para obtener su consentimiento. Por eso, en la practica, el cumplimiento de los requisitos de
proteccion de datos para el tratamiento de datos basado en el consentimiento por parte de
los sistemas de |IA puede suponer un reto.

A esta dificultad hay que afiadir que consentimiento informado requiere el conocimiento

por el interesado del proceso de tratamiento de datos, que puede ser técnicamente muy
complejo. La falta de transparencia y de trazabilidad puede contrarrestarse en cierta medida
proporcionando al interesado al menos informacion sobre los aspectos clave del tratamiento
de datos, como la comunicacion sobre los fines del tratamiento de datos y la identidad del
responsable del tratamiento (por ejemplo, en sus avisos de proteccion de datos).
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El articulo 6.1.b), inciso primero, del RGPD permite el tratamiento de datos personales en la
medida en que sea necesario para la ejecucion de un contrato en el que el interesado sea
parte. Paralelamente, el inciso segundo se aplica a las medidas precontractuales.

El siguiente ejemplo puede ilustrar la aplicacion del principio de necesidad. Si una

persona utiliza un generador de voz con IA entrenado con su voz, parece bastante clara la
justificacion para el tratamiento de los datos de voz necesarios para ello sobre la base del
articulo 6.1.b) del RGPD. De lo contrario, sin la voz, el objeto del contrato —a saber, la creacion
de la salida de voz personalizada del generador de voz de la persona solicitante— dificilmente
serfa alcanzable. Por otra parte, el uso de los datos de voz proporcionados para mejorar

aun mas un modelo basico de GPAI seria, en el mejor de los casos, Uutil para la ejecucion

del contrato y, por lo tanto, no estaria cubierto por el articulo 6.1.b) del RGPD por no ser
«necesario».

El tratamiento de datos personales puede estar justificado, de conformidad con el articulo
6.1.c) del RGPD, para el cumplimiento de una obligacién legal aplicable al responsable del
tratamiento.

La obligacion legal se refiere aqui a una obligacion legal genuina, es decir, una «obligacion»
de tratar los datos. Por lo general, el responsable del tratamiento no tiene libertad de
eleccion. Ademas, existe un requisito mas estricto en lo que respecta a la base juridica y
también a la necesidad de limitar el tratamiento dentro de este marco a lo absolutamente
necesario.

Por eso, la base juridica del articulo 6.1.c) del RGPD ofrece un ambito de aplicacién muy
limitado en el contexto de las aplicaciones de IA.

La redaccion general del articulo 6.1.e) del RGPD enumera dos posibilidades de tratamiento.
O bien el tratamiento debe ser de interés publico, o bien debe realizarse en el ejercicio de
poderes publicos conferidos al responsable del tratamiento. Sin embargo, en ambos casos,
debe encomendarse una tarea al responsable del tratamiento.

En este supuesto, y segun el articulo 6.3 del RGPD en relacion con el considerando 45 del
RGPD, se requiere una habilitacion juridica en el Derecho de la Unién o en el Derecho de
los Estados miembros.

Por eso, el articulo 6.1.e) del RGPD no crea una base juridica para el tratamiento de datos
personales, sino que solo se aplica en relacion con, por ejemplo, las bases juridicas del
Derecho estatal y autondmico que se presentan especificamente aqui (por ejemplo, art. 145
de la Ley 5/2025, de 24 de julio, por la que se modifican el texto refundido de la Ley sobre
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responsabilidad civil y seguro en la circulacion de vehiculos a motor, aprobado por el Real
Decreto Legislativo 8/2004, de 29 de octubre, y la Ley 20/2015, de 14 de julio, de ordenacion,
supervision y solvencia de las entidades aseguradoras y reaseguradoras).

De conformidad con el articulo 6.1.f) del RGPD, el tratamiento de datos personales esta
autorizado si es necesario para los fines de los intereses legitimos perseguidos por el
responsable del tratamiento o por un tercero, salvo que prevalezcan los intereses o los
derechos y libertades fundamentales del interesado que requieran la proteccion de datos
personales, en particular cuando el interesado sea un nifio.

El articulo 6.1.f) del RGPD esté redactado de forma abierta a la innovacién y, en general,
puede considerarse una base juridica para las operaciones de tratamiento de datos en el
ambito de la inteligencia artificial.

En el caso de operaciones de tratamiento mas complejas, son muchas las circunstancias
que influyen en el proceso de ponderacion inherente al RGPD. Dado que los interesados

no esperan que sus datos sean tratados en todas las situaciones, esto puede dar lugar a
imprevisibilidad para los interesados, por un lado, y a inseguridad juridica para el responsable
del tratamiento, por otro.

De conformidad con parrafo segundo de este apartado, esta base juridica no se aplica al
tratamiento por parte de autoridades publicas en el cumplimiento de sus funciones. Por lo
tanto, se excluye la aplicacion de esta base de tratamiento a los organismos publicos, como
los municipios o las comunidades autonomas.

El término «interés legitimo» se entiende en sentido amplio. Por consiguiente, el interés
legitimo perseguido por el responsable del tratamiento puede consistir, en principio, en
cualquier interés juridico, econdmico o no pecuniario (pero legalmente admisible) del
responsable del tratamiento o de un tercero.

Por ultimo, los intereses o derechos y libertades fundamentales del interesado no deben
prevalecer sobre |os intereses legitimos del responsable del tratamiento o de un tercero. El
equilibrio entre los respectivos derechos e intereses opuestos depende, en general, de las
circunstancias especificas de cada caso concreto. Entre otros elementos, deben tenerse en
cuenta el alcance del tratamiento en particular, su impacto en los interesados y la cuestion
de si el interesado podia esperar que sus datos personales fueran tratados en la situacion
concreta. Si se ven afectadas categorias especiales de datos personales con arreglo

al articulo 9 del RGPD, ademas del articulo 6.1.f) del RGPD, también debe aplicarse una
excepcion con arreglo al articulo 9, apartados 2 a 4, del RGPD.

El hecho de que un servicio basado en la IA se preste de forma gratuita, por ejemplo, no
significa que los datos personales de los usuarios puedan ser tratados automaticamente
para cualquier interés del responsable del tratamiento. La mejora del producto con los datos
tratados como parte del uso de la aplicacion de |A también puede ser cuestionable a pesar
de la disposicion de uso gratuito, especialmente si también se tratan datos personales de
menores de edad.
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Si un interesado se opone al tratamiento de sus datos personales sobre la base del articulo
61.f) del RGPD por motivos relacionados con su situacion particular, el responsable del
tratamiento solo podra continuar con el tratamiento de los datos si puede demostrar
«motivos legitimos imperiosos» para el tratamiento (art. 21.7. RGPD). Estos deben
prevalecer sobre los intereses, derechos y libertades del interesado, o ser necesarios para la
formulacion de reclamaciones legales.

Los motivos derivados de la situacion particular de un interesado se refieren a
particularidades atipicas de naturaleza juridica, econémica, ética, social, societal y/o familiar.
Este contexto cobra relevancia, por ejemplo, cuando el proveedor de una red social anuncia
que tiene la intencion de utilizar en el futuro los contenidos generados por los usuarios en la
plataforma para el entrenamiento de la IA. Sin embargo, ya existen dudas sobre si se puede
suponer un interés legitimo superior de la plataforma en el sentido del articulo 6.1.f) del
RGPD.

El RGPD regula el caso del tratamiento posterior de datos personales en caso de cambio de
finalidad en el articulo 6.4 del RGPD. Esto significa el tratamiento para una finalidad distinta
de aquella para la que se han recogido los datos personales.

La disposicion es especialmente importante cuando se entrenan sistemas de IA si los
datos de entrenamiento subyacentes se recogieron previamente para una finalidad
diferente y ahora se van a utilizar para el entrenamiento. Surge asi la pregunta crucial de si el
tratamiento de datos personales es admisible en el ambito del articulo 6.4. Segun la opinion
dominante, con una nueva finalidad se requiere también otra base juridica.
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N° 6 Ay proteccion de datos

6. BASES LEGALES PARA LA REUTILIZACION DE DATOS
PERSONALES

En ocasiones, una entidad puede querer utilizar datos que ya ha recopilado para fines
distintos a la construccion de un sistema de IA. Por supuesto, dicho tratamiento debe

tener una base legal en el RGPD. Si dicha base no es el consentimiento del interesado, el
responsable del tratamiento debe comprobar si ese nuevo fin es compatible con el fin de la
recopilacion original.

El articulo 6.4 del RGPD establece una lista abierta de criterios que deben tenerse en cuenta
en este contexto, como la relacion entre los fines de la recogida original y el tratamiento
posterior previsto o la existencia de garantias adecuadas. Esos criterios deben evaluarse

en el uso de tales datos para el entrenamiento de la IA, al igual que en cualquier otro
tratamiento.
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Como es logico, se aplican requisitos de proteccion mas estrictos si categorias especiales de
datos personales, de conformidad con el articulo 3.37) del RIA en relacion con el articulo 9.1 del
RGPD, son objeto de tratamiento en un sistema de IA.

Se trata de datos personales «que revelen el origen étnico o racial, las opiniones politicas, las
convicciones religiosas o filosoficas, o la afiliacion sindical, y el tratamiento de datos genéticos,
datos biométricos dirigidos a identificar de manera univoca a una persona fisica, datos relativos a
la salud o datos relativos a la vida sexual o las orientacion sexuales de una persona fisicay.

Estan asociados a una sensibilidad especifica en materia de derechos fundamentales y a

un mayor riesgo de discriminacion, lo que conlleva un riesgo elevado para los derechos y
libertades de las personas fisicas (cfr. art. 35.5.b) RGPD). Debido a la alta necesidad de proteccion
gue conllevan, las categorias especiales de datos personales del articulo 9 del RGPD deben
interpretarse de manera amplia.

Una regla particular en este campo es el articulo 10.5 del RIA. Permite el tratamiento de categorias
especiales de datos personales en el entrenamiento de sistemas de IA de alto riesgo si dicho
tratamiento es necesario para detectar y corregir sesgos. Siempre que se invoque esta
excepcion, ademas deben cumplirse las siguientes condiciones:

a) Que el tratamiento de otros datos, como los sintéticos o los anonimizados, no permita
efectuar de forma efectiva la deteccion y correccion de sesgos,

b) Que las categorias especiales de datos personales estén sujetas a limitaciones técnicas
relativas a la reutilizacion de los datos personales y a medidas punteras en materia de
seguridad y proteccion de la intimidad, incluida la seudonimizacion;

c) Que las categorias especiales de datos personales estén sujetas a medidas para
garantizar que los datos personales tratados estén asegurados, protegidos y sujetos a
garantias adecuadas, incluidos controles estrictos y documentacion del acceso, a fin de
evitar el uso indebido y garantizar que solo las personas autorizadas tengan acceso a
dichos datos personales con obligaciones de confidencialidad adecuadas;

d) Que las categorias especiales de datos personales no se transmitan ni transfieran a
terceros y que estos no puedan acceder de ningun otro modo a ellos,

e) Que las categorias especiales de datos personales se eliminen una vez que se haya
corregido el sesgo o los datos personales hayan llegado al final de su periodo de
conservacion, si esta fecha es anterior; y

f) Que los registros de las actividades de tratamiento con arreglo a los Reglamentos (UE)
2016/679y (UE) 2018/1725y la Directiva (UE) 2016/680 incluyan las razones por las que
el tratamiento de categorias especiales de datos personales era estrictamente necesario
para detectar y corregir sesgos, y por las que ese objetivo no podia alcanzarse mediante
el tratamiento de otros datos.

Por lo tanto, el RIA amplia las posibilidades de utilizar categorias especiales de datos personales
durante el proceso de entrenamiento de los sistemas de IA de alto riesgo, pero impone
restricciones considerables al hacerlo.
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El articulo 22.1 del RGPD establece un derecho especial de los interesados, que debe
clasificarse como una prohibicién sujeta a la posibilidad de autorizacién en |a aplicacion de
la norma.

Esta regla no sustituye los requisitos para la admisibilidad del tratamiento automatizado de
datos. Mas bien, la disposicion da lugar a requisitos adicionales de legalidad para el uso de
los resultados del tratamiento automatizado de datos, que deben observarse ademas de los
articulos 6y 9 del RGPD. El objetivo es proteger al interesado de los riesgos particulares para
sus derechos y libertades asociados al tratamiento automatizado de datos personales.

El articulo 22.1 del RGPD es aplicable bajo tres condiciones: en primer lugar, se requiere
un tratamiento automatizado de datos. En segundo lugar, se precisa una decision basada
unicamente en dicho tratamiento automatizado. Por ultimo, la decision en cuestion debe
tener efectos juridicos o afectar al interesado de manera significativa de forma similar.

Asi, en cuanto al requisito del tratamiento automatizado de datos se cumplira siempre que
se utilicen sistemas de IA en el sentido del RIA.

La cuestion de si una decision tiene efectos juridicos o perjuicios significativos similares
debe evaluarse caso por caso. El factor decisivo para evaluar los efectos juridicos es si la
situacion juridica de la persona afectada se ve alterada de alguna manera. Por otra parte,
existe un perjuicio significativo de manera similar si la persona afectada se ve perturbada de
forma permanente en su desarrollo econdmico o personal por la decision.

De mayor importancia para el uso de la I1A es el hecho de que la redaccion del articulo 22.1
del RGPD solo se refiere a las decisiones que se basan «exclusivamente» en el tratamiento
automatizado de datos. Esto significa que en principio solo se incluyen las decisiones que
se toman sin intervencion humana (cdo. 71 RGPD). Ahora bien, la jurisprudencia reconoce
asimismo que el uso de sistemas de asistencia con IA para la toma de decisiones en casos
individuales también esta incluido en el precepto.

El trasfondo del debate es la sentencia Schufa® del TUUE en un procedimiento prejudicial en
el que tuvo que abordar el ambito de aplicacion del articulo 22.1 del RGPD. Concretamente,
el tribunal aclard si existe una decision en el sentido del articulo 22.1 del RGPD cuando se
calcula un valor de probabilidad de la solvencia de una persona fisica con la ayuda de un
sistema de IA y este valor se utiliza posteriormente en el proceso de toma de decisiones de
un tercero, que decide si concede un préstamo sobre esta base. El TUUE ha fallado que el
término «decision» en el sentido del articulo 22.1 del RGPD debe interpretarse de manera
amplia. Por lo tanto, el célculo del valor de probabilidad y la decision de conceder el préstamo
deben evaluarse como una unica «decision automatizada en casos individuales» sila
concesion del préstamo depende significativamente del valor de probabilidad.

3 STJUE de de 7 de diciembre de 2023, asunto C-634/21, SCHUFA Holding AG.
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El TUUE sitUa el problema subyacente en la interpretacion del término «decision». Califica el
célculo del valor de probabilidad como basado «Unicamente en el tratamiento automatizado»
y, a continuacion, considera que forma parte de una Unica decisién automatizada por

parte del tercero en el sentido del articulo 22.71 del RGPD, con sujecion a la condicion de
pertinencia. Sin embargo, como resultado, el TJUE cambia el punto de referencia del criterio
de exclusividad y, por lo tanto, suaviza considerablemente su significado. Al menos segun la
jurisprudencia del TJUE, ya no es importante si una persona fisica participé en el proceso de
toma de decisiones. Mas bien, basta con que un acto preparatorio se base exclusivamente
en el tratamiento automatizado y que el resultado de dicho acto preparatorio influya de
manera significativa en la decision final de un tercero. Por lo tanto, la existencia de una
decision final humana puramente formal ya no es suficiente en este contexto.

La posterior STUUE Dun & Bradstreet Austria* aporta presiones acerca de como debe
interpretarse el concepto «informacion significativa sobre la légica aplicada» —que figura
también en los arts. 13y 14 RGPD relativos a la informacion a facilitar a los interesados en
la obtencidn de datos—, asi como en relacion con el tratamiento de las situaciones en las
que el responsable del tratamiento considera que esa informacion puede incluir secretos
comerciales, objeto de tutela por la Directiva (UE) 2016/943 del Parlamento Europeo y

del Consejo, de 8 de junio de 2016, relativa a la proteccion de los conocimientos técnicos
y la informacién empresarial no divulgados (secretos comerciales) contra su obtencién,
utilizacion y revelacion ilicitas, o de datos de terceros protegidos por el RGPD.

La nueva STJUE establece que la expresion «informacion significativa sobre la logica
aplicadav, a los efectos del articulo 15.1.h) del RGPD, abarca «la explicacion del
procedimiento y de los principios concretamente aplicados para explotar, de forma
automatizada, los datos personales del interesado con el fin de obtener un resultado
determinado, como un perfil de solvencia» (apartado. 58). Como esa explicacion debe
facilitarse en forma concisa, transparente, inteligible y de facil acceso, no puede satisfacerse
con la mera comunicacion de una formula matematica compleja, como un algoritmo, ni con
la descripcion de las etapas de la adopcién de una decision automatizada (apdo. 59).

Por el contrario, esa informacién debe describir el procedimiento y los principios
concretamente aplicados de tal manera que el interesado pueda comprender qué datos
personales se han utilizado y coémo en la adopcién de la decision automatizada (apdo. 61).
Como ejemplo de informacién que puede resultar apropiada en relacién con la elaboracion
de perfiles de solvencia, la sentencia menciona la relativa a la medida en una variacion a
nivel de los datos personales tomados en consideracion habria conducido a un resultado
diferente (apdo. 62).

Ademas, de la aplicabilidad del articulo 22.1 del RGPD no se deduce que la decision asistida
por A esté siempre prohibida. Mas bien, en este caso deben tenerse en cuenta los requisitos
adicionales de los apartados 2 a 4 del precepto. Las decisiones en el sentido del articulo
22.1 del RGPD también pueden adoptarse de conformidad con el articulo 22.3 del RGPD,

Si son necesarias para la celebracion o el cumplimiento de un contrato entre el interesado

y el responsable del tratamiento (articulo 22.3.a) RGPD) o cuentan con el consentimiento
explicito del propio interesado (articulo 22.3.c) RGPD). Ademas, la Unién y los Estados

4 STJUE de 27 de febrero de 2025, asunto C-203/22, Dun & Bradstreet Austria.
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miembros pueden promulgar leyes en virtud de las cuales se autorice, con caracter
excepcional, una decision que entre en el ambito de aplicacion del articulo 22.1 del RGPD
(articulo 22.2.b) RGPD).

Del mismo modo, cabe sefialar que la clasificacion de un sistema de IA como de alto riesgo
en el RIA no debe entenderse simultdneamente como una autorizacion del sistema en el
sentido del articulo 22.2.b) del RGPD (cdo. 140 RIA).

Por lo demas, el RIA ofrece detalles adicionales sobre estas obligaciones en lo que
respecta a los sistemas de IA de alto riesgo. En virtud del articulo 14 del RIA, los proveedores
de sistemas de |A de alto riesgo estan obligados a adoptar medidas técnicas que faciliten

la supervision. Deben construir el sistema de manera que permita a las personas que lo
supervisan:

a) Entender adecuadamente las capacidades y limitaciones pertinentes del sistema
de IA de alto riesgo y poder vigilar debidamente su funcionamiento, por ejemplo,
con vistas a detectar y resolver anomalias, problemas de funcionamiento y
comportamientos inesperados;

b) Ser conscientes de la posible tendencia a confiar automaticamente o en exceso
en los resultados de salida generados por un sistema de IA de alto riesgo («sesgo
de automatizacion»), en particular con aquellos sistemas que se utilizan para
aportar informacién o recomendaciones con el fin de que personas fisicas
adopten una decision;

c) Interpretar correctamente los resultados de salida del sistema de IA de alto riesgo,
teniendo en cuenta, por ejemplo, los métodos y herramientas de interpretacion
disponibles;

d) Decidir, en cualquier situacion concreta, no utilizar el sistema de IA de alto riesgo o
descartar, invalidar o revertir los resultados de salida que este genere; e

e) Intervenir en el funcionamiento del sistema de IA de alto riesgo o interrumpir el
sistema pulsando un botén de parada o mediante un procedimiento similar que
permita que el sistema se detenga de forma segura.

Aungue estas medidas no son obligatorias para ningun otro sistema de |A que no sea de alto
riesgo, ni para la toma de decisiones automatizada no basada en IA, constituyen un punto de
partida para comprender lo que exige el cumplimiento del articulo 22.3 del RGPD.
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Los principios generales descritos anteriormente se concretan en el cuerpo del RGPD. En
particular, los articulos 25y 32 del RGPD exigen a los desarrolladores de sistemas de IA que
adopten medidas técnicas y organizativas que apliquen dichos principios. Los derechos de
los interesados también se rigen por dichos principios. A ello hay que sumar las obligaciones
en materia de gestién de datos introducidas por el RIA.

En virtud del articulo 10 del RIA, el proveedor de un sistema de IA de alto riesgo debe adoptar
una serie de medidas de gobernanza de datos. El articulo 10.2 del RIA define un conjunto

de practicas de gobernanza y gestion de datos que deben observarse. Todo proveedor que
utilice datos para entrenar un sistema de IA de alto riesgo debe supervisar y controlar como
se utilizan los datos, en particular:

a)
b)

Q)
h)

Las decisiones pertinentes relativas al disefo;

Los procesos de recogida de datos y el origen de los datos y, en el caso de los
datos personales, la finalidad original de la recogida de datos;

Las operaciones de tratamiento oportunas para la preparacion de los datos, como
la anotacion, el etiquetado, la depuracion, la actualizacion, el enriguecimiento y la
agregacion,

La formulacion de supuestos, en particular en lo que respecta a la informacion
gue se supone gue miden y representan los datos;

Una evaluacion de la disponibilidad, la cantidad y la adecuacion de los conjuntos
de datos necesarios;

El examen atendiendo a posibles sesgos que puedan afectar a la salud y la
seguridad de las personas, afectar negativamente a los derechos fundamentales
o dar lugar a algun tipo de discriminacion prohibida por el Derecho de la Union,
especialmente cuando las salidas de datos influyan en las informaciones de
entrada de futuras operaciones;

Medidas adecuadas para detectar, prevenir y mitigar posibles sesgos detectados; y

La deteccion de lagunas o deficiencias pertinentes en los datos que impidan el
cumplimiento del RIA, y la forma de subsanarlas.

Los requisitos de calidad de los datos figuran en el articulo 10.3 del RIA. En virtud de esta
disposicion, los conjuntos de datos de entrenamiento, validacion y datos deben ser:

Pertinentes
Suficientemente representativos

En la medida de lo posible, libres de errores y completos en vista del propdsito
previsto.
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El caracter relativo de las dos Ultimas obligaciones es crucial, dado que no existen datos
perfectos. No obstante, esta obligacién impone a los proveedores de sistemas de IA de alto
riesgo buscar la exhaustividad y la precision en sus conjuntos de datos. La calidad de los
datos es uno de los requisitos clave para el éxito de los sistemas de IA.

Por ultimo, el articulo 10.4 del RIA exige a los proveedores que utilicen conjuntos de datos
que consideren algunos elementos contextuales. En la medida en que esos elementos
sean necesarios para la finalidad del sistema, los conjuntos de datos deben tener en cuenta
las caracteristicas o elementos que sean «particulares del entorno geografico, contextual,
conductual o funcional especifico en el que esta previsto que se utilice el sistema de IA de
alto riesgo». Por ejemplo, una universidad debe valorar las caracteristicas socioeconoémicas
de su alumnado, mientras que un hospital debe considerar (entre otras cosas) si algunas
enfermedades que quiere diagnosticar con |A se ven afectadas por factores geograficos.

Esas medidas pretenden ser criterios de calidad para los datos utilizados en el proceso de
entrenamiento de un sistema de IA. Al estar dirigidas a sistemas de IA de alto riesgo, no son
obligatorias para ningun otro tipo de sistema o0 modelo. Aun asi, representan las mejores
practicas que las organizaciones podrian considerar como punto de partida para disefiar su
propia arquitectura de gobernanza de datos.

-
-
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Derechos de los interesados




|A'y proteccion de datos

Uno de los enfoques distintivos de la legislacion de la UE en materia de proteccion de datos
es que otorga derechos individuales. Los interesados cuyos datos son tratados adquieren
determinados derechos que pueden invocar frente a los responsables de dicho tratamiento,
y se han positivizado en los articulos 12 a 22 del RGPD.

Esos derechos son aplicables al entrenamiento y la implementacion de sistemas de IA
siempre que dichas practicas utilicen datos personales, tal y como se ha comentado en los
apartados anteriores. Sin embargo, las peculiares caracteristicas técnicas de la IA tienen
algunas implicaciones en cuanto a la forma en que esos derechos pueden ejercerse en la
practica.

A continuacion, examinaremos los aspectos mas problematicos de cumplimiento en
relacion con los sistemas de IA.

El RGPD concede a los interesados dos derechos que les permiten influir en la forma en que
los responsables del tratamiento tratan sus datos. En virtud del articulo 18 del RGPD, los
interesados tienen derecho a limitar el tratamiento de sus datos personales si se da alguna
de las condiciones enumeradas. El articulo 21 del RGPD permite a los interesados oponerse
por completo al tratamiento.

Estos derechos tienen significados diferentes y cada uno de ellos tiene sus propias
excepciones y condiciones de aplicacion. Sin embargo, su aplicacion a los sistemas y
modelos de IA se enfrenta a obstaculos similares.

Es probable que esos obstaculos aparezcan cuando el interesado intente ejercer su derecho
a limitar (u oponerse) al uso de sus datos en el entrenamiento de sistemas y modelos de IA.
En primer lugar, es posible que el interesado ni siquiera sea consciente de que sus datos se
estan utilizando para el entrenamiento.

Ademas, es plausible que el interesado no tenga acceso directo a la organizacion que
entrena el modelo o el sistema. Por ejemplo, un paciente de un hospital puede saber que
el hospital utiliza para el diagnoéstico un sistema de IA basado en un modelo desarrollado
por un proveedor externo. Si un paciente desea oponerse al uso de sus datos para el
entrenamiento del modelo, el hospital no debe utilizar esos datos para el entrenamiento
(o el ajuste del modelo) y tiene que asegurarse de que el proveedor no los utilice para el
entrenamiento.

Las cosas se complican para el interesado cuando el modelo de IA no se entrena con datos
especificos de una entidad. En ese caso, es poco probable que la entidad que utiliza el
modelo tenga control sobre el proceso de entrenamiento. Los interesados deberan ejercer su
derecho a limitar (u oponerse) a la organizacion que entrena el modelo.
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Otro conjunto de derechos de los interesados se refiere al contenido de los datos. Los
interesados pueden solicitar a los responsables del tratamiento que corrijan o rectifiquen
las inexactitudes (articulo 16 RGPD), o incluso que supriman los datos personales que les
conciernen (articulo 17 RGPD). Pero, una vez mas, su aplicacion se complica cuando se trata
del entrenamiento de un sistema de IA.

El reto, en este caso, es que muchos sistemas de IA no representan la informacion de

la misma manera que los sistemas informaticos tradicionales. Rara vez ocurre que una
informacion concreta se almacene en un Unico lugar dentro del sistema. Por el contrario,
los datos sobre una persona suelen estar dispersos entre miles de millones (o mas) de
parametros dentro de una red neuronal, por ejemplo. Por lo tanto, cambiar o eliminar esa
informacion no es tan sencillo como modificar una entrada en una base de datos.

Sin embargo, los responsables del tratamiento de datos siguen estando obligados a
rectificar y suprimir los datos personales siempre que sean aplicables esos derechos. Si
no lo hacen, las autoridades de proteccion de datos pueden imponer diversas sanciones,
entre ellas el «desagravio algoritmico» (algorithmic disgorgement), es decir, la eliminacion
obligatoria de los modelos que no cumplan con la ley. Esta medida aun no ha sido aplicada
por las autoridades de proteccion de datos de la UE, y es probable que sea una medida de
ultima ratio contra el incumplimiento reiterado.

Se han propuesto varias medidas como alternativas técnicas y organizativas a la eliminacion
completa del modelo. Algunas de ellas tienen por objeto eliminar los datos de los pesos

de todo el modelo, o que permite su eliminacion una vez que el modelo ha sido entrenado.
Otras intentan hacer viable la eliminacion cambiando la forma en que se entrena el modelo.
Por ejemplo, la técnica CPR permite que un modelo se base no solo en sus datos de
entrenamiento basicos, sino también en un almacén de datos privados que puede olvidarse
instantaneamente.

Estas técnicas se encuentran todavia en una fase temprana de desarrollo y, como tales, es
posible que no estén lo suficientemente maduras para cumplir todos los requisitos legales
establecidos en el RGPD. No obstante, un profesional de la proteccion de datos debera
colaborar con los desarrolladores de IA para comprender si este enfoque técnico es viable en
el caso que nos ocupa.
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El articulo 20 del RGPD otorga a los interesados el derecho a la portabilidad de los datos.
Si los resultados de un sistema de IA se consideran datos personales, el interesado tiene
derecho a solicitar su portabilidad. Del mismo modo, el interesado tiene derecho a pedir
la portabilidad de los datos personales utilizados como entrada para un sistema de IA. En
ambos casos, la conexion de los datos con el sistema de IA no introduce complicaciones
adicionales en comparacion con otros tipos de portabilidad.

No se puede decir lo mismo de la portabilidad de los pesos de un sistema de IA basado
en el aprendizaje automatico. Dado que la informacion suele estar repartida entre los
pesos, puede resultar dificil asociar pesos especificos a una persona fisica. Incluso si dicha
identificacion fuera posible, los pesos dentro de una red neuronal son especificos de la
arquitectura de esa red. Por lo tanto, no pueden simplemente «enchufarse» a otra red.

Sin embargo, ese trasplante de reglas podria ser factible en otros tipos de sistemas de IA.
Por ejemplo, las reglas codificadas en un sistema experto podrian implementarse en otro
sistema si se dispone de las mismas variables. Por lo tanto, un profesional de la proteccion
de datos tendra que consultar con el equipo técnico para determinar si el funcionamiento
interno del modelo en cuestion incorpora datos personales en un formato que pueda ser
transferido. Las futuras directrices de las autoridades de proteccién de datos aportaran mas
claridad al respecto.

\

'\
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En virtud de la legislacion sobre proteccion de datos, los responsables del tratamiento de datos
estan obligados a abordar los riesgos que plantean los sistemas de IA, tanto en el momento del
desarrollo inicial como en cualquier tratamiento posterior de datos personales:

— Elarticulo 25 del RGPD establece la obligacion de abordar los riesgos para los principios
de proteccion de datos. Por ejemplo, si la precision de un sistema se degrada tras
su implementacion, el responsable del tratamiento debe adoptar medidas técnicasy
organizativas para garantizar que esto no perjudique a los interesados. Dichas medidas
pueden incluir cambios en el sistema (como mejorar su modelo), o en su contexto
organizativo (como eliminar el sistema de algunas aplicaciones criticas en las que podria
generar un mayor riesgo).

— Elarticulo 32 del RGPD establece la obligacion de hacer frente a los riesgos de
seguridad. Por ejemplo, los actores maliciosos podrian encontrar una forma de anular
las salvaguardias adoptadas en un modelo y extraer los datos utilizados para su
entrenamiento. Si eso ocurre, el responsable del tratamiento debe adoptar medidas para
prevenir y responder a las infracciones.

Esas obligaciones se aplican durante el desarrollo del software. Pero también se aplican una vez
gue el sistema esta en servicio, ya que |os riesgos para la proteccion de datos y la ciberseguridad
también deben afrontarse siempre que se traten datos personales.

Ambos articulos del RGPD estipulan cuatro factores que deben tenerse en cuentaen la
evaluacion de los riesgos para la proteccion de datos: el estado de la técnica; el coste de la
implementacion; la naturaleza, el alcance, el contexto y los fines del tratamiento, y la probabilidad
y gravedad de los riesgos. Todos estos factores deben valorarse para cada caso de tratamiento,
pero la importancia relativa de cada uno de ellos dependera del contexto.

El RIA también puede servir de guia sobre las medidas que deben aplicarse. Sin embargo, en este
caso es considerablemente mas impreciso que en las medidas de evaluacion de riesgos. Los
articulos 10 a 15 del RIA estipulan los requisitos técnicos que deben cumplir todos los sistemas
de IA de alto riesgo, pero solo definen los «elementos esenciales» de dichos requisitos. Se espera
gue los proveedores de sistemas de IA interpreten estos elementos esenciales y disefien sus
propias medidas para cumplir con ellos. Aun asi, la lista de requisitos esenciales del RIA ofrece un
punto de partida que los proveedores pueden ajustar a sus necesidades si no estan obligados a
seguirla.

Por ultimo, las obligaciones de evaluacion de riesgos del RGPD y del RIA son obligaciones
continuas. No terminan con el desarrollo de un sistema, ni siquiera con su implementacion
inicial. Esto supone que los responsables del tratamiento de datos deben considerar el momento
de sus intervenciones para abordar el riesgo. A veces, puede ser mas facil desarrollar una
solucion alternativa para un problema conocido en un sistema de IA que resolverlo por medios
técnicos. Por ejemplo, si el sistema de IA de una universidad para pronosticar los resultados de
los estudiantes no funciona bien con los estudiantes de origenes no tradicionales, la universidad
podria simplemente crear prondsticos manuales para esos estudiantes, especialmente si son
pocos. Sin embargo, una organizacion debe asegurarse de que realmente esta abordando estas
cuestiones en todo el ciclo de funcionamiento. De lo contrario, la falta de medidas organizativas (o
su insuficiencia) podria constituir en si misma un incumplimiento de las obligaciones en materia
de proteccion de datos y seguridad desde el disefio.
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